A Software Test Process Stochastic Control Model based on CMM Characterization
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The state variable model of the software test process has shown to be a promising approach for the control of the system test phase of the software test process. However, the presence of unforeseen perturbations and noise in the data collection process impacts the accuracy of the predictions of the model and motivates the application of a stochastic control approach.

This article explores a stochastic model construct upon the deterministic state variable model of the software test process. The Capability Maturity Model is used to identify levels of disturbance and noise that can be associated with the maturity level of processes. Simulation results are presented as an indication of the applicability of the stochastic state model. Copyright © 2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The understanding and controlling of a process requires knowledge about the state of the process at a given time. The more information available regarding the states of the process, the better the controllability level, i.e. knowledge about the intermediate states of a process helps in determining required changes in the presence of perturbations. The software development process (SDP) has been modeled using different techniques, ranging from finite state machine, process language, and simulation-based models among others (Abdel-Hamid and Madnick 1991, Cugola and Ghezzi 1998, Cugola 1998, Cass et al. 2000, Hansen 1996, Eickelmann 2001). Recently, a state variable approach has also been used to model and control the system test phase of the software test process (STP) (Cangussu et al. 2002b, Cangussu et al. 2001a). A state variable is a set of differential equations organized in a matrix format allowing the prediction and control of the states of a process. This approach distinguishes from the others by presenting, under a control theory perspective, a closed feedback control-loop solution.

Despite the difficulty in creating mathematical models, plausible accurate models have been derived for physical and nonphysical systems (Goodwin et al. 2001, Luenberger 1979). However, the difficulty level arises when modeling a nonphysical system owing to the fact that observation/measurement of these processes is not accurate; more specifically, they are subject to disturbances and noisy data. Under these circumstances, a stochastic rather than a deterministic model appears to be an alternative solution to represent the process.
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The software test process presents such characteristics and seems to be suitable for a stochastic approach.

Here, a stochastic model of the software test process is presented. The model is a variant of a previously specified deterministic control model, briefly described in Section 3. The new model accounts for foreseen and unforeseen perturbations as well as for noise in the data collection process. The level of disturbances can be adjusted according to the maturity level of the organization.

The remainder of this article is organized as follows. Section 2 presents background material related to the state model and the Capability Maturity Model (Paulk et al. 1993). A brief description of the deterministic model of the STP is presented in Section 3. The new stochastic model construct upon the deterministic version is presented in Section 4 along with a description of foreseen perturbations and the association of CMM levels to unforeseen disturbances and noise level. A result from the simulation runs is presented in Section 5. Section 6 presents a brief description of some related work and a comparison with the state variable approach. Finally, Section 7 presents the concluding remarks.

2. BACKGROUND

In this section, a brief description of two important topics related to the stochastic model of the software test process is presented. Section 2.1 presents a short description of state variable models, whereas Section 2.2 defines the maturity level of an organization based on the CMM levels. These levels are used later in Sections 4.3 and 4.4 to define disturbance and noise degrees expected in a specific process.

2.1. State Models

Linear state models have provided useful representations for a multitude of systems, ranging from engineering to biological and social processes (Luenberger 1979). The general format of a deterministic Linear Time Invariant (LTI) state model is presented in Eq. 1.

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t) + Du(t),
\end{align*}
\]

where \( x(t) \) is the state vector, \( y(t) \) is the output vector, \( u(t) \) is the input, and \( A, B, C, \) and \( D \) are coefficient matrices (Goodwin et al. 2001, Luenberger 1979). The dominant variables that can properly characterize the states of a process compose the state vector \( x(t) \). The availability of a state model capturing the dominant aspects of a process allows the application of control theory. The fundamental control problem, as defined by Goodwin (Goodwin et al. 2001), is stated below:

Definition (Goodwin et al. 2001): the central problem in control is to find a technically feasible way to act on a given process so that the process adheres, as closely as possible to some desired behavior. Furthermore, this approximated behavior should be achieved in the face of uncertainty of the process and in the presence of uncontrollable external disturbances acting on the process.

On the basis of this definition it can be seen that the SDP, more specifically the STP, presents all the characteristics for the application of control theory. The adherence to a desired behavior, the presence of uncertainty, and external disturbances are commonplace in any SDP and therefore justifies the application of the stochastic approach presented here.

2.2. Capability Maturity Model

The levels of the Capability Maturity Model are presented in Figure 1 (Paulk et al. 1993). A brief description (Paulk et al. 1993) of each level is presented next to allow the association, in Sections 4.3 and 4.4, of CMM levels to disturbance and noise levels in organizations/groups with distinct process maturity.

Initial Level (1): This level can be characterized by presenting an “ad hoc” process completely dependent on the skills of the project manager. In this level, crisis during the development process is likely to be addressed by increasing the effort on the coding and testing activities. The capability of organizations/groups at Level 1 is unpredictable, unstable, and dependent on individual rather than on organizational level.

Repeatable Level (2): This level presents an improvement by establishing policies and management procedures/controls at the organizational level. This allows successful practices, based on previous projects, to be repeated, leading to more realistic expectations. Projects at...
Level 2 are more stable owing to the discipline ensured by the established management controls.

**Defined Level (3):** The major difference between Levels 2 and 3 is the presence of software process standards at the latter. Not only standards but also verification mechanisms and completeness criteria are in place at the organizational level. Stability and consistency are two major characteristics of processes in organizations at Level 3.

**Managed Level (4):** Qualitative and quantitative goals are established for both the software product and process. Measurement plays a central role in achieving these goals. Predictability represents the major improvement achieved by organizations at Level 4.

**Optimizing Level (5):** A continuous process improvement characterizes organizations at Level 5. Analysis of the results of projects and new technologies, combined with constant revision of the standards and control procedures, lead to process improvement and consequently better process-prediction capabilities.

The Managed Level (4) requires an environment where quality and productivity can be measured. With these two properties and others required at lower levels, a direct use of a deterministic model is foreseen. The same will apply to Level 5, since it represents an improvement over Level 4. Although Level 3 has a well-defined software development environment, the process characteristics are not completely appropriate to a deterministic approach due to the lack of or large inaccuracies on the measurement process. These measurement problems increase at levels 1 and 2, making the use of a deterministic model more difficult, though not impossible.

3. PREVIOUS RESULTS: DETERMINISTIC MODEL

The linear deterministic model of the STP is based upon three assumptions. The assumptions, presented below (Cangussu et al. 2002b), are based on an analogy of the STP with the physical process typified by a spring-mass–dashpot system and also in Volterra’s predator–prey model (Luenberger 1979). A description and justification of this analogy, and the choice of a linear model is outside the scope of this paper (Cangussu et al. 2002b). The model has been validated using sets of data from testing projects (Cangussu et al. 2001a) and also by means of extreme case and sensitivity analysis (Cangussu et al. 2003, Cangussu et al. 2001b).

**Assumption 1:** The rate at which the velocity of the remaining errors changes is directly proportional to the net applied effort \( e_n(t) \) and inversely proportional to the complexity \( s_c \), i.e.

\[
\ddot{r}(t) = \frac{e_n(t)}{s_c} \Rightarrow e_n(t) = \dot{r}(t)s_c
\]  

**Assumption 2:** The effective test effort \( e_f(t) \) is proportional to the product of the applied workforce \( \omega \) and the number of remaining errors \( r(t) \), i.e. for an appropriate \( \xi(\tilde{s}_c) \),

\[
e_f(t) = \xi(\tilde{s}_c) \omega \gamma r(t)
\]  

where \( \xi(\tilde{s}_c) = \frac{\xi}{S_{sc}} \) is a function of software complexity. Parameter \( b \) depends on the characteristics of the product under test.

**Assumption 3:** The error reduction resistance \( e_r(t) \) opposes is proportional to the error reduction velocity \( \dot{r} \), and is inversely proportional to the overall quality \( \gamma \) of the test phase, i.e. for an appropriate constant \( \xi \),

\[
e_r(t) = -\xi \frac{1}{\gamma} \dot{r}
\]
In the equations above, the first derivative (\( \dot{r} \)) of the number of remaining defects (\( r \)) represents the velocity, that is, the rate of change in \( r \). Equivalently, \( \ddot{r} \) is the acceleration. Combining Equations 2, 3, and 4 in a force balance equation and organizing it in a State Variable (Goodwin et al. 2001, Luenberger 1979) format (\( \dot{x} = Ax + Bu \)) produces the following system of equations.

\[
\begin{bmatrix}
\dot{r}(t) \\
\dot{\dot{r}}(t)
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
-\frac{\xi}{\xi + \omega_p} & -\frac{\xi}{\xi + \omega_p}
\end{bmatrix}
\begin{bmatrix}
r(t) \\
\dot{r}(t)
\end{bmatrix}
+ \begin{bmatrix}
0 \\
\frac{1}{\xi + \omega_p}
\end{bmatrix} F_d(t)
\tag{5}
\]

\[
[r(t)] = \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix}
r(t) \\
\dot{r}(t)
\end{bmatrix}
\tag{6}
\]

\( F_d \) above is included in the model to account for unforeseen disturbances such as hardware failures, personnel illness or any event that slows down or even interrupts the continuation of the test process.

Along with the model in Equation 5, an algorithm, based on system identification techniques (Ljung 1987, Juang 1993), has been developed to calibrate the parameters of the model (Cangussu et al. 2001c). Using data available and an estimation of \( \dot{r} \) (Cangussu et al. 2002b), the error difference for a specific period of time \( D' = [r(i) \ r(i)] - [r(i-1) \ r(i-1)] \) is computed. It can be shown that \( D' = M \ D'^{-1} \), where \( M = e^{\lambda T} \), \( T \) being the time increment between two consecutive measurements of data, and \( A \) the A-matrix of Eq. 1. Therefore, matrix \( M \) can be computed from Equation 7

\[
R_1 = MR_2 \iff M = R_1 R_2^{-R}
\tag{7}
\]

where \( R_1 = [D^p D^{p-1} \ldots D^3 D^2] \) and \( R_2 = [D^{p-1} D^{p-2} \ldots D^3 D^2] \).

The Spectrum Mapping Theorem (DeCarlo 1989) shows that the eigenvalues of \( M \), say \( \lambda_1^M \) and \( \lambda_2^M \), have the following relation with the eigenvalues of matrix \( A \) : \( \lambda_1^M = e^{\xi T} \) and \( \lambda_2^M = e^{\xi T} \). Therefore, \( \lambda_1 = \frac{1}{T} \ln(\lambda_1^M) \) and \( \lambda_2 = \frac{1}{T} \ln(\lambda_2^M) \). The eigenvalues are the roots of the characteristic polynomial of the A-matrix, as in Equation 5, which is

\[
\pi_A(\lambda) = \text{det}[\lambda I - A] = \lambda^2 + \frac{\xi}{\gamma S_c} \lambda + \frac{\xi \bar{u}_j}{\gamma (\xi + \omega_p)}
\tag{8}
\]

The fast convergence presented by the algorithm increases the model applicability and accuracy (Cangussu 2003). Finally, a parametric control procedure is used to compute required changes in the model in order to converge to desired results according to time constraints (Cangussu et al. 2002b).

### 3.1. Model Validation

The state variable model of the STP has been validated using both static and dynamic techniques. An extreme case analysis has shown the model validity when the values of parameters such as the quality of the test process \( y \) and the complexity of the software product \( s \), assume values ranging from very small to very large. A tensor product-based sensitivity analysis was another static technique used to validate the model (Cangussu et al. 2003). Initially, the sensitivity analysis has pointed out a flaw in the model that was subsequently correct. The final results were consistent with the expectations of a development process. Some of the results are: (i) consistency with Brooks’ Law; (ii) the earlier the changes in the process, the more effective they are; and (iii) improvement of the quality of the process is a better alternative than increasing the size of the work force.

Regarding a dynamic validation, the deterministic model has already been successfully applied to many distinct projects. The model was first used on the error data reported by Knuth on the development of \( T_{10}X \) (Knuth 1989). Though applied to a finished process, the experiment showed the model had produced results very similar to the ones presented by the error data. The results encourage the application of the model to an ongoing software test process in a large industrial project. The project was the translation of four million lines of Cobol to SAP/R3 code. Using data collected from the first 14 weeks, the model was used to predict a delay of 10 weeks to achieve the specified goals with no changes in the process. The feedback application predicted that an increase of 1.5 in the work force would be necessary to finish the project within the deadline. No actions were taken by the manager and the process finished with a delay of 12 weeks, showing an accuracy of 94.5% on the prediction of the total time to complete the project (Cangussu et al. 2002b).

After the case study at Razorfish, the model has been applied to eight distinct projects at Sun
4. STOCHASTIC MODEL

The deterministic model described in Section 3 seems to be appropriated to control relatively well-defined test processes, where the level of unpredictability is not critical. However, in practice, test processes are subject to a variety of external disturbances. In addition, collected data is often noisy and prediction of the intermediate states of the process may be compromised depending on the level of inaccuracy of the data. Under such circumstances, one alternative would be the use of a stochastic model as presented in Equation 9. In this case, the prediction of the intermediate states of a system becomes an stochastic rather than a deterministic process.

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + G\eta(t) \\
y(t) &= Cx(t) + D\varphi(t)
\end{align*}
\]

(9)

where \( x(t) \) is the state vector, \( y(t) \) is the output vector, \( u(t) \) is the input, \( A, B, C, G, \) and \( D \) are coefficient matrices, and \( \eta \) and \( \varphi \) are two mutually independent noise sequences (Chen et al. 1995). Notice that the stochastic model is based on the same, already validated, fundamental assumptions as the deterministic model.

The inclusion of noise components represents the major difference between the deterministic and the stochastic model. The influence of randomly external disturbance is accounted for by the noise sequence \( \eta(t) \) in Equation 9, whereas the inaccuracy of the collected/measured data is represented by the noise sequence \( \varphi(t) \) in the output part of the same equation. These noise sequences represent the average expected perturbation and therefore do not account for specific events during the test process.

As addressed in Sections 4.3 and 4.4, the CMM level of the organization determines the level of disturbance to be inserted into the process.

4.1. Input Characterization

The input \( F_d \) in the deterministic model of Equation 5 was used to account for unforeseen perturbations. However, \( F_d \) was included, periodically, as the average perturbation from the previous time period(s) and therefore still characterizes a deterministic process. \( F_d \) was also used to model common disturbances in the test process, such as a training period, a migration of the product under test from the developers’ to the users’ environment, the replacement of an already tested component, etc. (Cangussu et al. 2002a). Since unforeseen perturbations are accounted for by the stochastic processes \( \eta(t) \) and \( \varphi(t) \), \( F_d \) is used here to account for unforeseen perturbations as the ones mentioned above (Cangussu et al. 2002a). This appears to be a reasonable approach due to the fact that these disturbances can be modeled and they are, in many situations, anticipated/expected. As before, the system is not driven by the input \( u(t) \) and a parametric control technique can still be applied.

For example, assume the test process cannot be conducted, from the beginning, at the user’s environment. The process starts at the developer’s environment and the migration will be allowed at a known time period. Since the time is known in advance, the effect of the migration on the outcome of the test process can be predicted. The prediction of the results, using the state variable model, at three different time periods can be seen in Figure 2. As expected, the later the migration is performed, the larger the effect of the disturbance (Cangussu et al. 2002a). More results on the characterization of the input can be found elsewhere (Cangussu et al. 2002a).

4.2. Probabilistic Distribution Choice

Experiments with distinct probabilistic distributions such as gamma, normal, exponential, and uniform were conducted in order to determine which distribution better fits the characterization of the two stochastic processes used in the model. Let \( \Delta \) be the distance between the expected curve and the disturbed curve for a given process. For each probabilistic distribution and a disturbance
level ranging from 0 to 4, 50 simulation runs are executed and the average $\Delta_{avg}$ value computed.

With regard to the unforeseen perturbation represented by $\eta$, all the distributions resulted in an S-shaped format, starting from zero and stabilizing at $\Delta_{avg} \approx 70$, as the parameters from the distributions increased from 0 to 4. Obviously, an extra parameter related to the standard deviation is need for the normal and the gamma distribution. The difference between the results is how fast and smooth each distribution converges from zero to 70. Two points must be taken into consideration when analyzing the $\Delta_{avg}$ values. First, according to the experiments, values larger than 35 lead to unreasonable processes, even when considering organizations at CMM level 1. Second, the faster the $\Delta_{avg}$ change, the harder becomes to map disturbance intervals into the five CMM levels. The uniform distribution has presented a slower and smooth increase than all the other distributions used and therefore is selected here to represent the stochastic process $\eta$.

The same experiments are conducted to select the distribution to represent the stochastic process $\varphi$. Again, the uniform distribution presents the best alternative. The only difference in this case is that $\Delta_{avg}$ does not increase according to an S-shape function but rather as an exponential function. Owing to its small increase and saturation value, the uniform distribution appears to be a better alternative to characterize the noise in the data collection process.

4.3. Disturbance Characterization

As stated above, $\eta(t)$ and $\varphi(t)$ account for unforeseen perturbations. Both of these stochastic processes are represented here by uniform and randomly distributed white noise sequences, as discussed in Section 4.2. The major concern becomes how to characterize the level of the disturbance in order to properly represent the ones found in different software test processes. The maturity of the organization/group where the process is being conducted is a good indication of the level of disturbance expected. The levels of the Capability Maturity Model (Paulk et al. 1993) presented in Section 2.2 can be used for this purpose.

Matrix $G$ in Equation 9 determines the level of the disturbance inserted into the system. That is, $G = \begin{bmatrix} D_l \\ 0 \end{bmatrix}$, where $D_l$, ranging from zero to two, represents the disturbance level. The disturbance is inserted by perturbing the velocity component $(G_{1,1} = D_l)$ of the model, which will, in a chain reaction, perturb the acceleration component. In this case, the direct perturbation of the acceleration component is not necessary and therefore $G_{2,1} = 0$. The stochastic version of the model is achieved by adding the term $G \times \eta(t)$ to Equation 5.

Now, let $r_e$ be the expected decay of number of errors and $r_d$ be the disturbed decay. The distance between these two curves is computed as $\Delta = | r_e - r_d |$. Figure 3 depicts how the average distance $\Delta$ changes as the disturbance level increases from 0 to 2 for 50 simulation runs. As can be observed in Figure 3, $\Delta$ increases exponentially as the disturbance level increases. It should be clear that Figure 3 is the initial part of an S-shaped plot that converges to $\Delta \approx 70$. In the case of Figure 3, disturbance values greater than 2 violate the assumption of an exponential decay and are disregarded here. One alternative would be to set the disturbance level at equal intervals of 0.4 for each CMM level, i.e. $(5 - L_i) \times 0.4 < D_l \leq (6 - L_i) \times 0.4$, where $L_i = 1, 2, \ldots, 5$ represents the corresponding CMM levels. The distance $\Delta$ associated with each level under the equal interval assumption is observed in Figure 3.

At CMM Level 1, the ad hoc characteristics of the process does not allow a reasonable prediction...
of the results of a project and therefore the level of disturbance can be determined as high. A considerable improvement is expected as an organization moves from Level 1 to Level 2 and, therefore, a reasonable decrease in the disturbance level is expected. The exponential shape of the $\Delta$ curve captures this behavior. The improvement from Level 2 to Level 3, and consequently the decrease of the disturbance level, is supposed to be large but not as large as from Level 1 to 2. Again, the equal interval assumption appears to be a good solution. The problem arises when considering the improvement from Level 3 to 4. Owing to the qualitative and quantitative goals, and the measurement scheme to achieve them, a reasonable decrease in the disturbance level is expected and, as observed from Figure 3, the equal interval assumption does not properly represent this behavior.

A larger disturbance gap between Levels 3 and 4 is desired. A definition of the intervals as presented in Table 1 appears to achieve the expected differences as an organization moves between levels. As observed from Figure 3, a large difference exists between Levels 1 and 2 and also a larger gap is observed between Levels 3 and 4. Though some decrease in the disturbance level is expected from Level 4 to 5, the decrease is not foreseen to be large. Improvement in performance due to a constantly optimization of the process is the major impact at Level 5 and a large decrease in disturbance is not a consequence of this.

Figure 4 shows the results of applying disturbance levels within the ranges specified in Table 1 for each of the CMM levels. It can be observed that the behavior of the process moves from chaotic at Level 1 to a reasonably stable and predictable process at Level 5. The increase of the number of remaining defects over time may be due to, for example, the insertion of more defects when fixing the detected ones. The test process in the plots

Figure 3. Average disturbance levels associated with each CMM level

Figure 4. Unforeseen disturbance associated with each level of the Capability Maturity Model. The disturbance is generated by the randomly distributed white noise sequence $\eta$ in Equation 9
is characterized by the following parameter values: \( \omega = 2, s_i = 30, \gamma = 0.4, b = 1.12, \xi = 100, \) and \( \zeta = 60. \) A sensitivity analysis of the model under the presence of disturbance can provide information of how changes in the parameters affect the behavior of the model. However, such analysis is outside the scope of this paper.

In addition, disturbances seem to have different levels, according to different time periods, for distinct projects. For example, the disturbance level for a test process where the test team is not familiar with the product under test will differ from a process, within the same organization, where the test team has previous experience with similar products. The interval associated with each CMM Level can be used to represent/adjust these differences.

### 4.4. Noise Characterization

The stochastic process \( \varphi(t) \) in Equation 9 represents noise in the data collection process. Unreported errors, duplicated reports, and missing information such as date when the error was found are a few examples of problems/noise when collecting data. These are common problems that are likely to be present in any organization. However, the more mature the process and the organization, the less the likelihood and the frequency of these problems. Again, the CMM levels are used here in association with noise levels.

Matrix \( D \) in Equation 9 determines the level of the noise associated when measuring the output of the system. One output variable \( r(t) \) is present in Equation 6 and therefore the dimension of matrix \( D \) is \( 1 \times 1. \) In this case, the single element of \( D_i \) referred hereafter as \( N_i \) accounts for the noise level. The addition of the term \( D \times \varphi(t) \) to Equation 6 leads to its stochastic version.

Unlike the disturbance, the average distance \( \Delta \) (computed as before) related to the noise level does not present an exponential increase. The increase, as observed from Figure 5, is linear for noise levels less than 20, although it presents an overall exponential behavior as previously discussed in Section 4.2.

Though it may not be true for organizations at CMM Level 1 or 2, let us assume that a data collection process is in place. As the maturity level of an organization or development group increases, the presence of standards, control mechanisms, quantitative measurements, and so on leads to a reduction on the noise in the data collection. However, the noise associated with reporting errors or defects is not expected to have a large impact on the behavior of the model. This can be noticed by the true nominal value of the average distance \( \Delta \) in Figure 5. In addition, the characteristics of the CMM levels do not give an indication of a specific pattern in the increase of noise. Under these conditions, as shown in Figure 5 and Table 1, an equal interval for the noise associated with the CMM levels is assumed.

Figure 6 shows the results of inserting noise related to the data collection process in the output of the model. As can be observed, the perturbation of the output decreases linearly as the process moves from Level 1 up to Level 5. The process in the plot is characterized by the same parameters used in Figure 4. As before, a sensitivity analysis of the model can be used to collect information on

Table 1. Disturbance and noise level associated with levels of the Capability Maturity Model used to generate the results in Figures 4 and 6. The values have a natural zero lower limit and the upper limits were determined to allow the number of remaining defects to converge, over time, to a small range.

<table>
<thead>
<tr>
<th>CMM level</th>
<th>Disturbance level</th>
<th>Noise level</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>( 0 &lt; D_i \leq 0.6 )</td>
<td>( 0 &lt; N_i \leq 4 )</td>
</tr>
<tr>
<td>4</td>
<td>( 0.6 &lt; D_i \leq 0.9 )</td>
<td>( 4 &lt; N_i \leq 8 )</td>
</tr>
<tr>
<td>3</td>
<td>( 0.9 &lt; D_i \leq 1.5 )</td>
<td>( 8 &lt; N_i \leq 12 )</td>
</tr>
<tr>
<td>2</td>
<td>( 1.5 &lt; D_i \leq 1.7 )</td>
<td>( 12 &lt; N_i \leq 16 )</td>
</tr>
<tr>
<td>1</td>
<td>( 1.7 &lt; D_i \leq 2 )</td>
<td>( 16 &lt; N_i \leq 20 )</td>
</tr>
</tbody>
</table>
the behavior of the model when noise is present. However, this issue is not addressed here.

The results of a combined insertion of data collection noise and unforeseen perturbations in a test process, as expected, produce results that appear as the merge of Figures 4 and 6.

Here, the noise sequences $\eta$ and $\varphi$ are represented by a uniform and randomly white noise sequence. However, under certain circumstances these sequences are likely to present not only a specific distribution but also specific trends. In certain cases, the effects of a disturbance are expected to increase as time progresses and such correlation needs to be taken into consideration when modeling the disturbance.

Another aspect to be considered is the distribution related to CMM levels. A uniform distribution may be appropriated to Levels 4 and 5 while a normal distribution may better represent the disturbance at Levels 1, 2, and 3. In the second case, the parameters $\mu$ and $\sigma$ can be used to distinguish each CMM level. The study of probabilistic distributions that better represent the disturbance and noise sequences of the stochastic model in Equation 9 is a subject of future investigation.

4.5. Noise Filtering

The next step in improving the applicability of the model is the use of a Kalman filter. The filter allows a better prediction of the states of the system in the presence of noise. Grewal and Andrews state “… it is not possible or desired to measure every variable you want to control, and the Kalman filter provides a mean for inferring the missing information from indirect (and noisy) measurements.” (Grewal and Andrews 2001).

The result of the application of a Kalman Filter (Grewal and Andrews 2001) in the stochastic version of the state variable model of the software test process is presented in Figure 7. It can be inferred from Figure 7 that the Kalman filter has a great impact on the noise associated with the data.

collection process but does not affect the unforeseen perturbations as much. This behavior of the filter properly represents the expected results, i.e. the noise is reduced but the effects of the perturbations are still considered. Changes in the overall structure of the feedback model of the STP are required for the application of the filter and a detailed explanation of these changes are beyond the scope of this paper.

5. SIMULATION RESULTS

One of the results of the simulation runs is depicted in Figure 8. The process in this Figure is typified by the same parameters defined in Section 4.3. In Figure 8, we can observe the results of the undisturbed deterministic model (dashed-dotted line) representing the expected decay of errors with a goal of reducing the number of remaining errors to 15% within 180 days. The result of the introduction of a disturbance sequence level \( D_i = 1.3 \) and a noise sequence level \( N_i = 9 \) is also shown in Figure 8. In this case, according to Table 1, a process at CMM Level 3 is characterized. As can be observed, the goal of the process cannot be achieved under the presence of disturbance.

Assuming that the first checkpoint is at time \( t = 50 \), it can be observed that the process is not proceeding according to the expected behavior. If we apply the control approach used for the deterministic model (Cangussu et al. 2002b), an increase of \( \Delta \omega = 0.5 \) (a half time tester) places the eigenvalues of the system at the desired level. However, the disturbances are not accounted for and the process does not converge to the expected curve. A group/organization is unlikely to improve the CMM Level in the middle of a process and therefore disturbances are expected to keep on slowing down the process.

The parametric control approach used here is done at two levels. The first step is to calibrate the model to incorporate the disturbance into the parameters \( \zeta \) and \( \xi \). The result of the calibration is represented by the dashed line in Figure 8. Then, the changes needed to place the eigenvalues of the calibrated model and make the results converge to the expected curve are applied not to the calibrated but to the disturbed model. The changes in the calibrated model are already accounting for disturbances and therefore will have a similar impact in the disturbed model, as can be observed in Figure 8. An increase of \( \Delta \omega = 5.5 \) is required to achieve the desired goal within the deadline. As one could argue, side effects of increasing \( \omega \) (Brook's Law (Brooks 1995)) are expected and are analyzed elsewhere (Cangussu et al. 2003). Finally, the changes to drive the system to the desired behavior were presented here in terms of \( \omega \). However, the same approach applies to changes in the quality of the test process \( \gamma \) or to combined changes of \( \omega \) and \( \gamma \).

6. RELATED WORK

A variety of techniques has been proposed to model and/or control one or more phases of the SDP. Ghezzi’s work provides a general view of its evolution (Cugola and Ghezzi 1998). However, no technique can individually fulfill all the desired characteristics to model and control a SDP. Here a brief discussion of a few techniques that are more related to the state variable approach (Cangussu et al. 2002b) is presented. Some of the techniques, such as Statistical Process Control (Florac and Carleton 1999), are more process control oriented. Others, such as Software Project Dynamics (Abdel-Hamid and Madnick 1991), are modeling and prediction techniques. Software Process Simulation (Hansen 1996) presents modeling and prediction with restricted control capabilities.

Software Project Dynamics, as presented by Abdel-Hamid and Madnick, provides a macro view...
of the SDP through the integration of micro components (Abdel-Hamid and Madnick 1991). Consequently, predictions of the general behavior of the process are achieved by propagating local changes in the micro components through the system. This propagation does not have a self-regulation mechanism and therefore can be characterized as an open-loop feedback approach. The lack of a closed-loop feedback solution and a well-defined parameter calibration algorithm represents the main differences between Software Project Dynamics and state variable approach.

Statistical Process Control (Florac and Carleton 1999, Wheeler and Chambers 1992) is used to monitor an ongoing process. Data is collected to determine if the process is in a stable or unstable condition. In the case of an unstable process, the process manager has to make changes to stabilize it. If the process is stable, capability is analyzed to determine if the process will be capable of producing the desired results within a prespecified deadline. Again, Statistical Process Control lacks a quantitative feedback mechanism to suggest corrections to make the process stable or capable. This task relies on the process manager’s experience and expertise.

Discrete event simulation techniques are commonly used to model and evaluate the SDP (Hansen 1996). The control capability of Software Process Simulation is restricted to answer ‘what if’ questions and therefore does not present a self-regulation mechanism. Optimization can be achieved using simulation, but the number of possible combinations of changes in the parameters of the model can reach high values, making simulation a very costly technique, although capable of achieving results similar to the state variable approach.

An argument could be made that the state variable approach would demand a reasonable level of specific training for a user without a control theory background. Indeed, it would be unreasonable to expect software managers to cope with the mathematical details of the model. However, the development of a tool hiding all the mathematical details of the technique and providing a friendly interface for data entry can significantly reduce the training period. Such period would be restricted to the time a user needs to familiarize with the interface.

7. CONCLUDING REMARKS

The introduction of noise sequences in the state variable model of the software test process extends its use to organizations in the lower CMM levels. Similarly, to the deterministic model, it allows the computation of changes in process parameters to correct for schedule deviations in the process. In addition, statistical information allowing inferences on the accuracy of the predictions related to the level of perturbation injected into the model can be acquired.

The results presented here are an indication of the applicability of the stochastic state model of the STP. However, actual data is needed to dynamically validate the model. This validation requires the identification of different types of disturbances and the quantification of their side effects on the progress of the process. Working closely with test managers is a requirement to obtain success in this task. The noise in the data collection process does not demand such individual analysis and can be done in a more generalized manner. Additionally, the application of a Kalman filter decreases the effects of the noise. Available data can be further used to analyze specific probabilistic distributions associated with the CMM levels.
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